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Abstract: Input vector monitoring concurrent BIST schemes are the class of online BIST techniques that overcomes the 

problems appearing separately in online and in offline BIST in a very effective way. This paper briefly presents an input 

vector monitoring concurrent BIST scheme, which monitors a set of vectors called window of vectors reaching the circuit 

inputs during normal operation, and the use of a CAM memory cell to store the relative locations of the vectors. The 

proposed scheme is evaluated based on the hardware overhead and the concurrent test latency (CTL) (i.e.)during the 

normal operation of the circuit, the time required to complete the testing operation; which shows to perform significantly 

better than previously proposed schemes with respect to the hardware overhead and CTL tradeoff. 
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1. INTRODUCTION 

 

Built-in Self-Test (BIST) techniques constitute an attractive 

and practical solution to the problem of testing VLSI 

circuits. BIST eliminates the necessity of high-bandwidth 

test interactions and allows at speed testing (time difference 

between launch and capture event). Other advantages of 

BIST include reduced product development cycle and 
cost-effective system maintenance. BIST techniques are 

typically classified into two types: offline and online. 

During normal mode, the normal inputs vectors are applied 

to the inputs of the circuit under test (CUT) and the 

responses are captured into a response verifier (RV).During 

test mode, the inputs generated by a test generator module 

are applied to the inputs of the circuit under test (CUT) and 

the responses are captured; therefore, to perform the testing 

operation, the normal operation is stopped which degrades 

the system performance. Input vector monitoring 

concurrent BIST techniques have been proposed to avoid 

this performance degradation [2]-[10]. These architectures 
test the CUT concurrently with its normal operation .If the 

input vector belongs to a set called active window, the 

Response Verifier is enabled to capture the CUT response. 

The block diagram of an input vector monitoring 

concurrent BIST architecture is shown in the figure 1. The 

CUT has n inputs and m outputs and which is tested 

exhaustively and hence, the test set size is N = 2n.  

 

 
Fig 1: Input vector monitoring concurrent BIST 

architecture. 

 

 

BIST utilizes a Test Pattern Generator (TG) to generate the 

test patterns which are applied to the inputs of the Circuit 

under Test (CUT). Based on signal labeled in the 

architecture T/N the technique can operate in either normal 

or test mode. During normal mode of operation, the CUT 

inputs are driven from the normal input vector (A[n:1]). A 
is also driven to the concurrent BIST unit (CBU), where it 

is compared to a set of active test vectors called window of 

vectors. If it is found that A matches one of the active 

windows, we say that the input vector (A) performs a hit. 

When a hit occurs, A is removed from the active window, 

and the Response Verifier (RV) captures the CUT response. 

When all the incoming input vectors have performed a hit, 

then the content of Response Verifier are examined, to 

check whether a fault has occurred in the CUT or NOT. 

During test mode of operation, inputs to the CUT are driven 

from the output of Concurrent BIST Unit (CBU) which is 

denoted by TG [n: 1]. 
 

In this paper, a novel input vector monitoring concurrent 

BIST scheme is proposed, which compares the previously 

proposed schemes [1]–[7] with respect to the hardware 

overhead and CTL tradeoff. In Section II, the proposed 

scheme is introduced and in Section III, the simulation 

results of the proposed one and the comparison results of 
proposed scheme with existing input vector monitoring 

concurrent BIST technique are presented. In Section IV the 

conclusion of this paper is summarized. 

 

2. PROPOSED SCHEME 

 

The proposed scheme is to monitor a set of vectors 

(window), whose window size is W, with W = 2w, where w 

is an integer number w < n. Let us consider a combinational 

CUT with n input lines, as shown in Figure 2; hence the 

possible input vectors for this CUT are 2n.Every moment, 
the test vectors which belonging to the window are 

monitored, and the RV is enabled only if the vector 

performs a hit. The bits of the input vector are separated 
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into two sets consisting of w and k bits, respectively, such 

that w + k = n. The k (high order) bits of the input vector 
show that whether the input vector belongs to the window 

under consideration. The w (lower order) remaining bits 

shows that the relative location of the incoming vector in 

the current window. If the input vector that belongs to the 

current window and has not been received during the 

examination of the current window, we say that the vector 

performs a hit and the RV is enabled to capture the CUT’s 

response. After all the vectors that belong to the current 

window have reached the CUT inputs, the next window is 

examined. The module implementing the proposed idea is 

shown in Figure.2. Depending on the value of the signal 
T/N, it operates one of the two modes. When T/N = 0, the 

module operates in the normal mode. During normal mode, 

the inputs to the CUT are driven by the normal input vector. 

The inputs of the CUT are also driven to the Concurrent 

BIST unit as follows: the k (high order) bits are driven to 

the inputs of a k-stage comparator; the w (lower order) bits 

are driven to the input of the w-stage modified decoder .The 

other inputs of the comparator are taken from the output of 

a k-stage test generator TG. A logic module based on a 

Content Addressable Memory (CAM)-like cell, which will 

be explained shortly. 

 

 
Fig 2: Proposed architecture 

 

The architecture of the proposed scheme for the specific 

case n = 5, k = 2, and w = 3, is shown in Figure.3. 

 

 
Fig 3: Proposed architecture for n=5, k=2, w=3. 

Logic module: 

The logic module of the proposed architecture is shown in 
Figure.4.It consists of W cells and its operation is similar to 

CAM cell, two D flip-flops, and a w-stage counter. The 

overflow signal (ovf) of the counter which drives the tge 

signal through a unit delay flip-flop. It is assumed that a 

clock is active during the second half of the operation as 

shown in the figure 

 

 
Fig 4: Proposed logic module 

 

The operation of the logic module consists of 4 modes of 
operation: 

 

1. Reset of the module: 

At the beginning of the operation, the module is reset 

through the external reset signal. When the reset signal is 

enabled, the tge signal is enabled and all the outputs of the 

decoder are enabled. Hence, DA1, DA2…DAW are one; 

furthermore, the CD’ signal is enabled; therefore, a one is 

written to the right hand side of the cam cells and a zero 

value to the left hand side of the cam cells. 

 

2. Hit of vector: 
During normal mode, the normal input vectors are given to 

the inputs of the CUT. The normal inputs are also driven to 

the CBU as follows: the w low-order inputs are driven to 

the inputs of the decoder and the k high-order inputs are 

driven to the inputs of the comparator. When a vector that 

belongs to the current window reaches the CUT’s input, the 

comparator is enabled and one of the outputs of the decoder 

is enabled. During the first half of the clock cycle (CLK’ 

and Cmp are enabled) the addressed cell is read; because 

the read value is zero, the w-stage counter is triggered 

through the NOT gate which outputs the Response verifier 
enable (Rve) signal. During the second half of the clock 

cycle, the left flip-flop: the one whose clock input is 

inverted enables the AND gate whose other input is CLK 

and Cmp, and enables the buffers to write the value one to 

the addressed cell. 
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3. Vector That Belongs in the Current Window 

Reaches the CUT Inputs but not for the First Time: 
 

If the cell corresponding to the incoming vector contains a 

one, the Rve signal is not enabled during the first half of the 

clock cycle; hence, the w-stage counter is not triggered and 

the AND gate is not enabled during the second half of the 

clock cycle. 

 

4. Tge operation: 

When all the cell values are equal to one, then the value of 

the w-stage counter is all one. Hence, the Rve signal is 

enabled which enables the counter overflow (ovf) signal; in 
the next clock cycle the Tge signal is enabled through the 

unit flip-flop delay and all the cells are set to zero because 

all the outputs of the decoder of are enabled. When 

switching from normal to test mode, the w-stage counter is 

reset. 

 

3. SIMULATION RESULTS 

 

In this section the simulations results of proposed input 

vector monitoring concurrent BIST architecture using 

CAM cell are presented. The designs are coded in 

VERILOG language and simulated using ModelSim PE 
Student Edition 10.3c. A codeword of size 15 is chosen 

here for designing. The front end design of the architecture, 

synthesis and comparison are done using Xilinx ISE Design 

Suite14.1i. The simulation result of the proposed scheme is 

shown in the figure 5. The proposed technique operates as 

same as that of the existing technique ,except that in the 

Concurrent BIST Unit(CBU)block ,SRAM cell is replaced 

by a Content Addressable Memory(CAM)cell of the logic 

module to reduce the area overhead and concurrent test 

latency(CTL),the time required to complete the testing 

during normal operation. Also the modified decoder block 
is removed because for the CAM cell the data is its input 

 

4. CONCLUSION 

 

BIST schemes constitute an attractive solution to the 

problem of testing VLSI devices. Input vector monitoring 

concurrent BIST schemes perform testing during the circuit 

normal operation without imposing a need to set the circuit 

offline to perform the test, therefore they can circumvent 

problems appearing in offline BIST techniques. The 

evaluation criteria for this class of schemes are the 

hardware overhead and the CTL, i.e., the time required for 
the test to complete, while the circuit operates normally. In 

this proposed technique, a novel input vector monitoring 

concurrent BIST architecture has been presented, based on 

the use of CAM-cell like structure for storing the 

information of whether an input vector has appeared or not 

during normal operation. The proposed scheme is shown to 

be more efficient than previously proposed input vector 

monitoring concurrent BIST techniques in terms of 

hardware overhead and CTL. 
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